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Integrating Artificial Intelligence into Research Methodology: Examining 

Potential Bias and Mitigation Strategies 

 

Abstract: 

This study represents a significant contribution to understanding the challenges 

and opportunities associated with using artificial intelligence in scientific research, with 

a particular focus on ethical issues and bias. In recent years, these critical issues have 

been increasingly addressed, as highlighted in previous studies that shed light on their 

importance. One of these studies is the research by Amini and colleagues (2023), who 

discussed the negative impacts of bias in artificial intelligence on research outcomes, 

indicating that the input data and algorithms used can lead to misleading results if not 

handled carefully. This underscores the need for researchers to be cautious about the 

integrity of their data and the algorithms they employ. On the other hand, the study 

by Kahn and others (2023) presented strategies to reduce bias and enhance 

transparency in the use of artificial intelligence in scientific research, emphasizing the 

importance of ethical training for researchers. By studying these issues, this research 

aims to address the gaps identified in previous studies and provide practical strategies 

that can help reduce bias and improve result accuracy. It also seeks to enhance ethical 

awareness among researchers and assist academic policymakers in developing training 

programs aimed at enhancing researchers' skills effectively and ethically via artificial 

intelligence techniques. 

Keywords: Bias in artificial intelligence; Transparency; Ethics; Ethical training; 

Mitigation strategies; Research Integrity. 
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Introduction 

Importance of the Study 

The integration of artificial intelligence (AI) in scientific research methodology is a vital 

topic in the current era (Limongi, 2024). AI aids in enhancing the efficiency and 

effectiveness of research processes by providing advanced tools and techniques for 

data collection and analysis (Amini et al., 2023). The importance of this topic increases 

with the increasing volume and complexity of data, necessitating the use of advanced 

techniques to handle it effectively (Kroll, Barocas, Felten, & Reede, 2017). 

Furthermore, the use of AI can increase the accuracy and reliability of research 

outcomes (Min, 2023). However, it also raises issues related to bias and transparency 

(Limongi, 2024). Therefore, this study aims to explore the effective integration of AI 

in research methodologies, focusing on the possibility of bias and how to mitigate it. 

This study seeks to provide a comprehensive framework that helps researchers 

understand the challenges and opportunities associated with the use of AI, contributing 

to improving the quality and credibility of scientific research (Limongi, 2024). This 

study aims to provide practical and effective recommendations for improving the use 

of AI in scientific research, contributing to the sustainable development of this field. 

Objectives of the Study 

The primary objectives of this research investigation are multifaceted and focus on 

examining the integration of artificial intelligence (AI) in scientific research 

methodology. Specifically, this study aims to do the following: 

The primary objectives of this research investigation are multifaceted and focus on 

examining the integration of artificial intelligence (AI) in scientific research 

methodology. Specifically, this study aims to do the following: 

- Evaluating AI adoption: To critically examine the extent to which researchers rely 

on AI tools throughout various stages of the research process, including data 

collection, analysis, and writing. 

- Analyzing potential bias: To systematically investigate the possibility of bias 

resulting from the use of AI and to identify the underlying factors that may 

contribute to this phenomenon. 

- Developing Strategies to Mitigate Bias: To propose effective strategies for 

minimizing bias when using AI in research, thereby enhancing the overall quality 

of the research outcomes. 

- Highlights ethical concerns: To critically examine the ethical implications 

associated with the use of AI in research, including issues related to privacy 

invasion and bias against specific groups. 

- Practical Recommendations: Provide actionable recommendations that can 

improve the integration of AI in scientific research methodology, ultimately 

contributing to the sustainable development of this field. 
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Research Framework 

This research investigation explores the integration of artificial intelligence (AI) in 

scientific research methodology from a comprehensive perspective and analyses the 

relationship between AI and scientific research, with a focus on the challenges and 

opportunities it presents. The research framework includes the following elements: 

- Theoretical foundation: A review of previous literature related to AI and its 

applications in scientific research will be conducted, with a focus on studies that 

have examined the impact of AI on the quality and reliability of research outcomes 

(Limongi, 2024). 

- Bias-Related Challenges: An analysis of how potential biases resulting from the 

use of AI may affect research outcomes, including bias in the data input and 

algorithms used, will be conducted (Amini et al., 2023). 

- Proposed Methods: Strategies and methods are presented that aim to minimize 

bias and enhance transparency in the use of AI, contributing to the improvement 

of scientific research quality (Kroll, Barocas, Felten, & Reede, 2017). 

- Ethical Concerns: Ethical issues related to the use of AI, such as privacy invasion 

and bias against specific groups, will be addressed, and how to address these 

issues in the context of scientific research will be explored (Min, 2023). 

- Future Directions: Future directions for the use of AI in scientific research will be 

explored, and how this may impact the development of research methodologies 

will be examined (Limongi, 2024). 

Theoretical Framework 

Definition of Artificial Intelligence 

Artificial intelligence is a branch of computer science that aims to create systems 

capable of performing tasks that require human intelligence, such as learning, 

understanding, interacting, and solving problems (Limongi, 2024). This field 

encompasses a wide range of techniques and methods, including machine learning, 

natural language processing, and computer vision (Amini et al., 2023). 

- Machine Learning: It refers to the development of algorithms that enable systems 

to learn from data and experience performance without explicit programming 

(Kroll, Barocas, Felten, & Reede, 2017). It is used in a wide range of applications, 

such as data classification and result prediction (Min, 2023). 

- Natural Language Processing: It is concerned with developing techniques that 

enable computers to understand and interpret human language (Limongi, 2024). 

These techniques are used in applications such as voice assistants, automatic 

translation, and sentiment analysis (Brown, 2020). 

- Computer Vision: It aims to enable systems to interpret and understand visual 

information from the world, such as images and videos (Davis, 2020). This 
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technique is used in areas such as facial recognition and medical image analysis 

(Lee, 2020). 

- Robotics: It includes the design and development of robots capable of performing 

complex tasks, such as navigating unfamiliar environments and interacting with 

humans (Smith, 2020). 

Artificial intelligence is a powerful tool in scientific research, as it can contribute to 

improving research efficiency through automation of processes and analysis of large 

amounts of data quickly and accurately (Johnson, 2019). However, the use of these 

techniques requires a deep understanding of the challenges associated with them, 

including potential biases and ethical considerations (Kahn et al., 2023). 

1. Concepts of Bias 

Bias in the context of scientific research refers to a leaning or deviation from objectivity 

in the results or conclusions (Limongi, 2024). Bias can arise from various factors, such 

as preconceptions, flaws in research design, or external factors. Bias can significantly 

impact the validity and reliability of research results. 

1.1 Types of Bias: 

- Selection bias: Selection bias occurs when a sample does not represent the 

population accurately (Amini et al., 2023). 

- Confirmation bias: A researcher tends to seek information that supports their views 

and disregards contradictory information (Kroll, Barocas, Felten, & Reede, 2017). 

- Memory Bias: A tendency for people to recall information in a way that aligns with 

their previous beliefs (Min,2023). 

- Evaluation bias: A researcher's tendency to evaluate data or results in a biased 

manner (Limongi, 2024). 

1.2 Bias in the Context of Artificial Intelligence: 

- Data bias: If the data used to train artificial intelligence models are biased or 

incomplete, biased results may be produced (Brown, 2020). 

- Algorithmic Bias: AI algorithms may contain biases based on assumptions or 

specific designs (Davis, 2020). 

- Interpretation bias: Researchers may tend to interpret AI results in a biased or 

exaggerated manner (Lee, 2020). 

- Contextual Bias: Different AI techniques, such as machine learning and natural 

language processing, may expose varying levels of bias depending on their 

application in specific research contexts. For example, machine learning models 

might inherit biases from historical data, while natural language processing tools 

could reflect societal biases present in the language used during training (Min, 

2023). 

1.3 Importance of Addressing Bias: 

- Maintaining the integrity and reliability of scientific research. 
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- Decisions or actions should be avoided based on biased results. 

- Enhancing trust in scientific research and its results. 

Researchers must be aware of the various types of bias and how to address them 

when using artificial intelligence in research. Steps should be taken to minimize bias 

as much as possible, such as carefully examining data, testing algorithms, and verifying 

results through multiple methods. 

Research Methodology 

1. Study Design 

This study employs a comprehensive research methodology aimed at investigating the 

integration of artificial intelligence in scientific research methodology, with a focus on 

the possibility of bias and how to minimize it. 

1.1 Sample 

A sample of researchers and academics from various disciplines, including social 

sciences, natural sciences, and engineering, was selected. A random sampling method 

was used to ensure the representation of different disciplines and academic levels 

1.2 Data Collection 

The questionnaire was distributed through electronic platforms, such as email and 

social media, to collect data from as many participants as possible. A specific time 

frame was set for data collection, and participants were assured of the confidentiality 

of the information they provided. 

1.2 Data analysis  

After data collection, statistical analysis software was used to analyze the results. 

Descriptive and inferential statistical methods were applied to understand the patterns 

and trends in the use of artificial intelligence and related bias. The analysis included a 

detailed examination of the responses to each question, including the frequency and 

percentage of different options chosen by participants. 

2. Research Tools 

The research tool is a crucial component of the study design, where a comprehensive 

questionnaire was developed to collect the necessary data to understand how artificial 

intelligence is integrated into scientific research methodology. This questionnaire 

consists of 10 questions that cover various aspects, including the extent of artificial 

intelligence use, the possibility of bias, ethical concerns, and recommendations for 

improving the integration of artificial intelligence in research. 

2.1 Questionnaire Structure 

https://doi.org/10.20428/ajqahe.v18i64.2680


 

 
58 https://journals.ust.edu/index.php/AJQAHE  

 

Hudoud , A. 
Volume 18 No. (64), 2025  

A sample of researchers and academics from various disciplines, including social 

sciences, natural sciences, and engineering, was selected. A random sampling method 

was used to ensure the representation of different disciplines and academic levels 

- Artificial Intelligence Usage Questions 

The questionnaire was distributed through electronic platforms, such as email and 

social media, to collect data from as many participants as possible. A specific time 

frame was set for data collection, and participants were assured of the 

confidentiality of the information they provided. 

- Bias Questions 

After data collection, statistical analysis software was used to analyze the results. 

Descriptive and inferential statistical methods were applied to understand the 

patterns and trends in the use of artificial intelligence and related bias. The analysis 

included a detailed examination of the responses to each question, including the 

frequency and percentage of different options chosen by participants. 

- Ethical Concerns Questions 

After data collection, statistical analysis software was used to analyze the results. 

Descriptive and inferential statistical methods were applied to understand the 

patterns and trends in the use of artificial intelligence and related bias. The analysis 

included a detailed examination of the responses to each question, including the 

frequency and percentage of different options chosen by participants. 

- Recommendation Questions 

After data collection, statistical analysis software was used to analyze the results. 

Descriptive and inferential statistical methods were applied to understand the 

patterns and trends in the use of artificial intelligence and related bias. The analysis 

included a detailed examination of the responses to each question, including the 

frequency and percentage of different options chosen by participants. 

- Training and Field-Specific Questions 

After data collection, statistical analysis software was used to analyze the results. 

Descriptive and inferential statistical methods were applied to understand the 

patterns and trends in the use of artificial intelligence and related bias. The analysis 

included a detailed examination of the responses to each question, including the 

frequency and percentage of different options chosen by participants. 

2.2 Questionnaire distribution 

The questionnaire was distributed through multiple electronic platforms, including 

email and social media, to collect data from a large number of participants. Emphasis 

was placed on the confidentiality of the information provided, encouraging participants 

to provide honest and accurate responses. 

Through this tool, the research aims to collect reliable data that reflect researchers' 

opinions on the use of artificial intelligence in scientific research, contributing to the 

achievement of the study objectives. The detailed breakdown of responses for each 
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question will provide valuable insights into the current state of AI integration in 

research and potential areas for improvement. 

Limitations of the Study 

This research provides an opportunity to improve the understanding of the use of 

artificial intelligence in scientific research, but it may have several limitations. Among 

these limitations, the lack of sufficient experience in addressing artificial intelligence is 

one of the factors that may affect the accuracy of the results. These limitations may 

not be fully defined, but they can be an incentive for improving future research in this 

field. 

Results 

The compiled data from the participants revealed several key findings concerning the 

utilization of artificial intelligence in research methodologies. The responses were 

scrutinized on the basis of various criteria, including the researchers' dependency on 

AI tools; apprehensions surrounding bias, level of training acquired, and suggested 

strategies for bias mitigation. The following is a summary of the principal outcomes: 

Researchers' Reliance on AI Tools: 

The findings reveal that 62% of participants exhibit minimal to moderate reliance on 

artificial intelligence (AI) tools during various phases of research, including data 

collection, analysis, and writing (see Figure 1). Specifically, 29.4% of respondents 

reported a moderate reliance (level 3 out of 5), while 20.6% indicated a low reliance 

(level 2), and 11.8% expressed a very low reliance (level 1). Conversely, 20.6% of 

participants reported a high reliance (level 4), and 17.6% indicated a very high reliance 

(level 5). 

This distribution reflects an increasing awareness among researchers of the benefits 

offered by AI; however, there is a noticeable reluctance to fully integrate these tools 

due to concerns about potential bias and the accuracy of results. This hesitance is 

further underscored by the fact that 26.5% of respondents acknowledged a lack of 

transparency in data analysis processes. 

To address these concerns, participants suggested several methods: 

- 52.9% recommended employing multiple tools to verify results. 

- 41.2% proposed incorporating human elements to validate outputs. 

- 5.9% suggested conducting periodic testing of AI algorithms. 

These insights underscore the necessity for a balanced approach to integrating AI tools 

into research methodologies, emphasizing the critical role of human oversight and 

diverse verification processes to enhance reliability and transparency. 
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Figure 1: A circular graph showing the extent to which researchers rely on 

AI tools 

Concerns Regarding Bias: 

Sixty-eight percent of the participants believed that the implementation of AI could 

introduce bias in the research findings. While 32% did not believe so or were unsure. 

This notable percentage reflects researchers' unease that algorithms might mirror 

biases inherent in the input data or the algorithms' design. Various common sources 

of bias were identified, including bias from input data and AI algorithms. (See Figure 

2 for insights into participants' beliefs on AI-induced bias). 

 

Figure 2: Researchers' belief in AI-induced bias 
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Proposed Strategies for Bias Mitigation: 

Participants proposed several effective strategies to alleviate bias when employing AI, 

such as the following: 

- Introducing human elements to validate outputs (30%) 

- Utilizing multiple tools for result cross-verification (50%) 

- These suggestions underscore the importance of amalgamating human 

expertise with technology to ensure result precision and dependability. 

(Refer to Figure 3 for a concise summary of the proposed strategies.) 

 

Figure 3: Suggested strategies to reduce bias in AI usage 

Level of Training in AI Usage:                                                                

Approximately 62% of participants indicated a lack of sufficient training in utilizing AI 

for research, pointing to a significant knowledge and skill gap necessary for the 

effective utilization of these tools. Specifically, 41.2% of respondents reported having 

received only basic training, while 34.3% indicated that they had not received any 

training at all. In contrast, only 23.5% of participants reported having received 

advanced training. 

Many emphasized the necessity for training programs focusing on ethical use and 

transparency in AI applications. (See Figure 4 for insights into the training levels 

received by participants). These findings highlight the urgent need for comprehensive 

training initiatives to equip researchers with the necessary skills to effectively and 

ethically employ AI in their work. 
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Figure 4: Level of Training Received via Artificial Intelligence 

Ethical Concerns: 

The participants articulated a range of ethical concerns associated with the utilization 

of artificial intelligence. Among the respondents: 

- 46.7% expressed apprehensions regarding potential plagiarism or the 

falsification of results. 

- 40.0% voiced worries about violations of privacy. 

- 13.3% highlighted concerns about biases affecting certain groups. 

- 13.3% noted other ethical issues. 

These concerns underscore the necessity of establishing ethical guidelines and 

practices when integrating artificial intelligence into research methodologies. It is 

noteworthy that some participants reported multiple concerns, while others did not 

specify any particular ethical issues. (Refer to Figure 5 for a comprehensive 

presentation of the ethical concerns raised by the participants.) 
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Figure 5: Researchers' opinions on AI improving research accuracy 

and reliability 

Transparency Issues: 

Many respondents shed light on transparency issues in data analysis, revealing key 

insights about artificial intelligence techniques: 

- 26.5% confirmed a lack of transparency in data analysis processes 

- Key suggested methods for addressing these issues included: 

- 52.9% recommended using multiple tools to verify results 

- 41.2% proposed introducing human elements to verify outputs 

- 5.9% suggested periodic testing of AI algorithms 

These findings reflect a clear desire for transparent and accountable processes when 

artificial intelligence techniques are employed. Respondents highlighted concerns such 

as potential bias in AI algorithms, data input accuracy, and the need for comprehensive 

verification mechanisms. 

 

Figure 6: Ethical Concerns Related to the Use of Artificial Intelligence in 

Research 

Awareness of Ethical Concerns: 

With respect to the awareness of ethical concerns associated with the use of artificial 

intelligence, many participants expressed concerns about bias against specific groups 

and emphasized the importance of preserving privacy. Approximately 70% of 

respondents acknowledged these ethical considerations; however, 26.5% specifically 

noted a lack of transparency in data analysis processes, which further complicates their 

ability to address these concerns effectively. Additionally, 52.9% of participants 

recommended using multiple tools to verify results as a means to mitigate ethical 

issues. 
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Overall, while there is a significant recognition of ethical challenges among 

participants, many felt inadequately prepared to address them effectively (Refer to 

Figure 7 for a summary of participants' awareness of ethical concerns related to the 

use of artificial intelligence). These insights underscore the need for targeted training 

and resources to equip researchers in navigating the ethical landscape of AI 

applications. 

 

Figure 7: Awareness of Researchers Regarding AI Bias and Ethical Issues 

Discussion 

On the base of the discussion you provided, it is essential to address the issues related 

to bias and ethical concerns when integrating artificial intelligence into scientific 

research. This requires collaboration between researchers and academic institutions to 

develop effective strategies that enhance research quality and increase confidence in 

its results (Brown, 2020). One key aspect highlighted in the discussion is the increasing 

awareness among researchers of the benefits of using artificial intelligence to improve 

research efficiency and accuracy. However, there is a hesitancy stemming from 

concerns regarding bias and result quality due to the limited reliance on these tools 

(Limongi, 2024). To overcome this, academic institutions must promote the use of 

artificial intelligence by providing appropriate training and developing clear strategies 

for its effective utilization (Davis, 2020). Furthermore, the discussion emphasizes the 

need for researchers and developers to work on improving artificial intelligence 

algorithms to mitigate potential bias concerns. This includes ensuring that input data 

are free from biases and incorporating human elements to verify outputs, as well as 

using multiple tools to verify results, thereby enhancing transparency and reducing 

ethical risks (Lee, 2020). Moreover, the results point to a lack of sufficient training for 

many researchers in the use of artificial intelligence, highlighting the necessity for 

targeted training programs focusing on ethical AI use and enhancing researchers' skills 
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in data handling and analysis (Smith, 2020). Academic institutions should also provide 

workshops and seminars to increase awareness of the ethical risks associated with 

using this technology (Johnson, 2019). 

In conclusion, this discussion highlights on the importance of addressing bias issues 

and ethical concerns when integrating artificial intelligence is integrated into scientific 

research. This underscores the need for collaboration between researchers and 

academic institutions to develop effective strategies that enhance research quality and 

increase confidence in its results (Kahn et al., 2023). Future research should explore 

how training in the use of artificial intelligence can be impactful and how result 

verification strategies can be improved to reduce bias (LeCun, Bengio, & Hinton, 2015). 

Additionally, clear ethical standards for using artificial intelligence in scientific research 

should be developed (Kroll, Barocas, Felten, & Reede, 2017). 

Theoretical Framework 

Data Collection 

Diversifying data sources: Ensure that the input data include a variety of sources to 

reduce bias (Limongi, 2024) and enhance reliability (Brown, 2020). 

Data Analysis 

A thorough examination of the input data to ensure quality and reliability (Amini et al., 

2023) via data analysis tools (Limongi, 2024). 

Algorithm Testing 

Artificial intelligence algorithms are regularly tested to ensure unbiased outcomes (Lee, 

2020) and evaluate performance effectively (Smith, 2020). 

Incorporating Human Elements 

Human experts should be included in verifying outputs to align with ethical and 

scientific standards (Davis, 2020). 

Using Multiple Tools for Result Verification  

Various verification tools have been applied to confirm the validity of outcomes 

(Johnson, 2019) and reducing the reliance on a single tool. 

Training and Awareness 

Training programs for researchers on ethical and effective AI usage should be 

developed (LeCun, Bengio, & Hinton, 2015). 

Performance Evaluation 
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The effectiveness of solutions can be assessed by comparing outcomes with traditional 

methods (Kroll, Barocas, Felten, & Reede, 2017) and measure improvements in 

accuracy and bias reduction can be measured. 

Contributions 

This study contributes to several important areas: 

- Knowledge expansion: This paper provides a deeper understanding of the challenges and 

opportunities associated with using artificial intelligence in scientific research, contributing 

to academic discourse on this vital topic. 

- Practical Strategies: By suggesting effective strategies to reduce bias and improve result 

accuracy, this study provides practical tools that researchers can implement in their work. 

- Ethical Awareness Enhancement: This study enhances awareness of ethical concerns 

related to the use of artificial intelligence, prompting the academic community to establish 

clear standards and rigorous measures to ensure the responsible use of this technology. 

- Guidance for Educational Policies: The findings of this study can assist academic 

policymakers in developing targeted training programs to enhance researchers' skills in 

using artificial intelligence effectively and ethically. 

- Opening new research avenues: This study encourages further research on improving the 

integration of artificial intelligence in research methodologies, contributing to the 

development of new techniques that enhance the quality of scientific research. 

 

 

 

 

 

https://journals.ust.edu/index.php/AJQAHE


 
 

 67

  

Hudoud , A. 
Volume 18 No. (64), 2025  

https://doi.org/10.20428/ajqahe.v18i64.2680  

References 

Amini, A., & et al. (2023). Bias in artificial intelligence: Implications for scientific research. 

Journal of AI Research and Applications, 12(3), 45-67. 

https://doi.org/10.1007/s43681-024-00493-8 

Brown, T. (2020). The ethics of AI in research. Nature Machine Intelligence, 2(1), 1-10. 

Davis, M. (2020). Improving the integration of AI in research methodology. PLOS ONE, 15(5), 

1-12. 

Johnson, K. (2019). Bias in AI: A systematic review. Journal of Machine Learning Research, 

20, 1-30. 

Kahn, R., & et al. (2023). Ethical considerations in the use of artificial intelligence in scientific 

research: Training and mitigation strategies. Journal of Research Ethics, 20(2), 123-

145. 

Kroll, J. A., Barocas, S., Felten, E. W., & Reede, H. (2017). Accountable algorithms. University 

of Pennsylvania Law Review, 165(3), 633-660. 

LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444. 

Limongi, R. (2024). The use of artificial intelligence in scientific research with integrity and 

ethics. Future Studies Research Journal: Trends and Strategies, 16(1), e845. 

https://doi.org/10.24023/FutureJournal/2175-5825/2024.v16i1.845  

Lee, S. (2020). Strategies for minimizing bias in AI research. ACM Transactions on Intelligent 

Systems and Technology, 11(2), 1-15. 

Min, A. (2023). Artificial intelligence and bias: Challenges, implications, and remedies. 

International Journal of Scientific Research, 2(11), 3808-3813. 

Smith, J. (2020). The impact of AI on research methodology. Journal of Artificial Intelligence 

Research, 10(1), 1-15. 

LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444. 

 

https://doi.org/10.20428/ajqahe.v18i64.2680

